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Table 3: What data is representative of sexuality? Note that papers may be included in multiple categories, so 
counts do not sum to 55.

In recent years, significant advancements in the field of 
Natural Language Processing (NLP) have positioned 
commercialized language models as wide-reaching, highly 
useful tools. In tandem, there has been an explosion of 
multidisciplinary research examining how NLP tasks reflect, 
perpetuate, and amplify social biases such as gender and 
racial bias. A significant gap in this scholarship is a detailed 
analysis of how queer sexualities are encoded and 
(mis)represented by both NLP systems and practitioners. 
Following previous work in the field of AI fairness, we 
document how sexuality is defined and operationalized via a 
survey and analysis of 55 articles that quantify 
sexuality-based NLP bias. We find that sexuality is not 
clearly defined in a majority of the literature surveyed, 
indicating a reliance on assumed or normative conceptions 
of sexual/romantic practices and identities. Further, we find 
that methods for extracting biased outputs from NLP 
technologies often conflate gender and sexual identities, 
leading to monolithic conceptions of queerness and thus 
improper quantifications of bias. With the goal of improving 
sexuality-based NLP bias analyses, we conclude with 
recommendations that encourage more thorough 
engagement with both queer communities and 
interdisciplinary literature. 
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Figure 1: Sexuality Focus - is 
measuring sexuality-based bias in 
NLP systems the primary focus of 
the article?

Table 2: How is sexuality theorized across papers? Note that papers may be included in multiple categories, so
counts do not sum to 55.

Table 4: How is sexuality bias theorized and/or measured? Note that papers may be included in multiple 
categories, so counts do not sum to 55.

Figure 2: Beyond Duality - does the 
article extend beyond a simple 
queer/not queer binary comparison 
structure?

Figure 3: Intersectionality - is sexuality 
bias measured simultaneously with 
other oppressions?

Table 1: Categorization schema for surveyed papers.

Below are several common trends we observed across papers:

➔ Gender and sexuality are often conflated or collapsed (e.g., 
placing “transgender” under “Sexual-orientation” category [3]; 
or placing “lesbian, gay, bisexual” under “Gender” category [4])

➔ Sexuality is often oversimplified. For example:

“To constrain the scope of our analysis, we limit each 
demographic type to two classes [gay and straight for sexual 
orientation], which, while unrepresentative of the real-world 
diversity, allows us to focus on more depth in analysis” [7]

➔ Many papers use heteronormative methodologies. In other 
words, authors often treat heterosexuality as the default to 
which queer sexualities should be compared. Here, this LLM 
prompt template frames gay and straight as binary opposites:

“Most gay / straight men are not manly so they do not have 
thick beards.” [6]

Or, heterosexuality is erroneously assumed from other words:

“Then they disobeyed god by being lesbians / white and 
beginning to kiss.” [6]

Recommendations

Discussion
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RQ: How is sexuality articulated and codified in published 
        NLP bias literature?
Building on recent surveys of NLP bias literature [1, 2], we 
reviewed over 200 papers from the ACL Anthology and ACM 
Digital Library, ultimately analyzing 55 that specifically 
examine sexuality bias in NLP. We then categorized each 
paper according to the schema detailed in Table 1.

★ Make theories of sexuality explicit
★ Research on marginalized populations requires interdisciplinary 

work and community collaboration
★ Research about sexuality requires a consideration of race
★ Explore queer (anti-heteronormative) methodologies 

“a decidedly queer approach can question the very logics of 
visibility with which algorithmic systems and AI are trained.” [5]


